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RESUMO:

Este artigo analisa o uso da inteligéncia artificial (IA) no Poder Judiciario
brasileiro, com foco no desenvolvimento e aplicacdo de sistemas de
IA explicaveis no Tribunal de Justica de Rondonia (TJRO). Objetiva,
mediante pesquisa qualitativa, discutir aimportancia da transparéncia
e da compreensibilidade das decisbes automatizadas para garantir
a justica e a confianca publica. Como resultado, conclui que o TJRO
demonstra o potencial dessas tecnologias para reformular os
processos judiciais e se preocupa com a necessidade de implementar
praticas responsaveis e éticas que assegurem a explicabilidade e a
transparéncia da IA no Poder Judiciario.
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ABSTRACT:

This article examines the use of artificial intelligence (Al) in the Brazilian
Judiciary, focusing on the development and application of explainable
Al systems within the Court of Justice of Ronddnia (TJRO). Through
qualitative research, it aims to discuss the importance of transparency
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and comprehensibility in automated decisions to ensure justice and
public trust. As a result, it concludes that the TJRO demonstrates the
potential of these technologies to reshape judicial processes and
highlights the need to implement responsible and ethical practices
that ensure Al explainability and transparency within the Judiciary.

KEYWORDS: Artificial Intelligence. Judiciary. Court of Justice of
Rondénia. Transparency. Automated Decisions.

1. INTRODUGAO

A rapida evolugao das tecnologias de inteligéncia artificial (1A)
tem transformado diversos setores ao redor do mundo, e o sistema
judiciario ndo é excecdo. Nos ultimos anos, a adocdo de ferramentas
delAnostribunais tem sido impulsionada pela promessa de aumentar
a eficiéncia, reduzir custos e melhorar a acessibilidade dos servicos
judiciais. No entanto, essa transformacdo tecnoldgica traz consigo
desafios significativos, especialmente em relacdo a transparéncia e a
explicabilidade das decisdes geradas ou assistidas por sistemas de IA.

Atento a relevancia do tema, o Conselho Nacional de Justica (CNJ)
aprovou a Resolucdo n. 615, de 11 de marco de 2025, que estabelece
diretrizes para assegurar o desenvolvimento, utilizacdo e governanca
de solucdes desenvolvidas com recursos de inteligéncia artificial no
Poder Judiciario. Ela é a sucessora da Resolucdo n. 332/2020, que
disciplinava o tema de forma menos abrangente e desenhou os
primeiros parametros sobre o uso de IA nos tribunais brasileiros. Na
norma atual, o CNJ propde um arranjo orientado pela transparéncia
e pela explicabilidade (art. 3° inciso Il), cuja afericdo ocorrera por
indicadores publicos e informacionalmente acessiveis.

Notadamente, a inteligéncia artificial explicavel (XAl, do inglés
Explainable Artificial Intelligence) emerge como uma abordagem crucial
nesse contexto, pois busca garantir que as decisdes automatizadas
permanegam compreensiveis e auditaveis tanto para os operadores
do direito quanto para as partes envolvidas. A transparéncia é
fundamental para manter a confianca publica no sistema judicial,
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assegurando que as decisdes sejam justas e baseadas em processos
claros e inteligiveis. Sem essa clareza, existe o risco de minar a
legitimidade das decisbes judiciais, especialmente aquelas que
impactam diretamente a vida das pessoas.

O Tribunal de Justica de Rondénia (TJRO) se destaca como
um exemplo notavel de inovacdo no uso de tecnologias judiciais no
Brasil. A escolha do TJRO como estudo de caso para a andlise da
implementacdo da IA explicavel no sistema judicial é justificada pela
sua postura proativa na ado¢do de solu¢bes tecnolégicas avancadas.
O tribunal tem liderado iniciativas que buscam integrar sistemas de
IA de maneira responsavel e ética, destacando-se em um cenario
nacional como referéncia em inovacao judiciaria.

Ao explorar como o TJRO implementa tecnologias de IA, este
artigo busca oferecer insights sobre as praticas promissoras e o0s
desafios enfrentados por um tribunal que estd na vanguarda da
transformacdo digital. A analise do caso de Ronddnia ndo apenas
ilustra o potencial da IA para melhorar os processos judiciais, mas
também esclarece a importancia da explicabilidade na salvaguarda
dos principios de justica e equidade no ambiente juridico.

2. O PAPEL DA INTELIGENCIA ARTIFICIAL NO PODER JUDICIARIO

2.1 Histérico e Evolucdo da Inteligéncia Artificial no Sistema
Judicial Brasileiro

O uso da inteligéncia artificial (IA) no Poder Judiciario brasileiro
tem suas raizes nas décadas recentes, impulsionado pela busca
incessante por eficiéncia e modernizagdo do sistema judicial. A
evolucdo tecnolédgica no Brasil comecou a ganhar tracdo nos anos
2000, com iniciativas voltadas para a digitalizacdo de processos e a
implementacdo de sistemas eletrénicos de tramitacao processual.
Esses sistemas serviram de base para a introducdo gradual de
ferramentas mais sofisticadas de IA.
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Nos ultimos anos, o Conselho Nacional de Justica (CNJ) e
diversos tribunais estaduais, incluindo o Tribunal de Justica de
Rondbnia (TJRO), tém dedicado esforgos significativos a incorporagao
de solu¢bes de IA. Estas solucdes abrangem desde a automacgao
de tarefas administrativas, como o agendamento de audiéncias e a
gestdo de documentos, até a analise de dados complexos para auxiliar
na tomada de decisdes judiciais.

Um marco importante neste contexto foi a implementac¢do
de sistemas de IA para triagem processual e analise preditiva. Esses
sistemas sdo capazes de identificar padrées em grandes volumes
de dados juridicos, permitindo maior celeridade na tramitacdo dos
processos e contribuindo para a diminuicdo do acimulo de casos
pendentes. Além disso, iniciativas como a criacdo de assistentes
virtuais e o uso de algoritmos de machine learning para suporte em
decisGes judiciais tém ganhado destaque, ilustrando o potencial
transformador da IA no sistema juridico brasileiro.

2.2 Beneficios e Desafios da Inteligéncia Artificial no Poder
Judiciario

2.2.1 Beneficios

A implementac¢do de IA no sistema judiciario brasileiro oferece
inimeras vantagens. Primeiramente, a eficiéncia operacional é um
dos beneficios mais notaveis. A automacdo de tarefas rotineiras libera
o tempo dos servidores e juizes, permitindo que se concentrem em
atividades mais complexas e de maior valor agregado. Isso resulta
em um aumento da produtividade e na aceleracdo do tempo de
tramitagdo processual, 0 que é crucial em um sistema frequentemente
sobrecarregado.

Outro beneficio significativo é a redu¢do de custos. Com
a automacdo de processos e a digitalizacdo, ha uma diminuicdo
expressiva na necessidade de recursos fisicos e humanos, resultando
em economias substanciais para o sistema judicial.
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N3o se nega que a inteligéncia artificial pode contribuir
significativamente com o acesso a ordem juridica justa, aproximando
os cidaddos do Poder Judiciario, como ocorre com a disponibilizacdo de
chatbots que fornecem suporte e informacdes aos jurisdicionados em
linguagem acessivel. Além disso, a IA pode contribuir para uma maior
padronizagao das decisdes judiciais, promovendo a uniformidade e a
previsibilidade, elementos essenciais para a seguranca juridica.

2.2.2 Desafios

Em 2014, Stephen Hawking sugeriu que era necessario levar a
inteligéncia artificial mais a sério. A época, refletia-se sobre o uso de
carros autbnomos e de assistentes pessoais digitais, como a Siri, o
Google Now e a Cortana. O tedrico listou estas discussdes apenas como
algo sintomatico daquilo que definiu como “uma corrida armamentista
de Tl alimentada por investimentos sem precedentes e construida
sobre uma base tedrica cada vez madura™. Sua preocupa¢do nao
consistia em evitar o desenvolvimento e a implementagdo da IA, mas
sim como aprender a evitar os riscos que lhe sdo intrinsecos.

Sempre ha entusiasmo com a expansao das possiveis aplicacbes
da inteligéncia artificial, mas a precauc¢do devida, proposta por
Hawking como alerta, ndo foi pautada com igual envergadura. Para
ele, “todos n6s deveriamos nos perguntar o que podemos fazer agora
para melhorar as chances de colher os beneficios e evitar os riscos™.

No Poder Judiciario, a leitura preditiva do Conselho Nacional de
Justica (CNJ) foi essencial a mitigacdo de riscos na implementacdo e
no uso da inteligéncia artificial. Nao por outra razao, a consideracao
inicial da Res. n. 332/2020 é o potencial de contribuicdo da IA com a
agilidade e coeréncia no processo de tomada de decisdo, mas sem
dispensar o dever de atendimento de critérios éticos, de transparéncia,
de previsibilidade, de auditabilidade e afins.

3 Disponivel em: https://www.independent.co.uk/news/science/stephen-hawking-
transcendence-looks-at-the-implications-of-artificial-intelligence-but-are-we-taking-ai-
seriously-enough-9313474.html. Acesso em 18 de abr. 2025.

4 |dem.
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A rigor, apesar dos beneficios, a integracdo da IA no Judiciario
brasileiro enfrenta desafios consideraveis. Questdes éticas e de
transparéncia estdo no centro desses desafios. A IA, especialmente
quandoutilizadanatomadadedecisdesjudiciais, levanta preocupacdes
sobre o viés algoritmico e a equidade. A falta de transparéncia nos
processos de decisdao automatizada pode comprometer a confianca
publica no sistema judicial.

Além disso, ha desafios relacionados a protecdo de dados e a
privacidade, especialmente considerando o volume de informacdes
sensiveis processadas por sistemas judiciais. A conformidade com
legislaces como a Lei Geral de Prote¢do de Dados (LGPD) é essencial
para garantir que as implementac8es de IA respeitem os direitos dos
cidadaos.

A explicabilidade das decisGes de IA é, portanto, um requisito
vital para garantir que as partes envolvidas compreendam como
uma determinada conclusao foi alcancada. Isso torna necessario o
desenvolvimento de sistemas de IA que ndo apenas executem tarefas
eficazmente, mas também sejam capazes de justificar suas decisdes
de maneira clara e compreensivel.

Em suma, enquanto a |IA oferece um caminho promissor para
a modernizacao do Judiciario brasileiro, sua implementacao deve ser
cuidadosamente gerida para mitigar riscos e maximizar beneficios.
As licbes aprendidas em tribunais como o TJRO podem servir
como modelos para outras jurisdi¢bes, promovendo uma adocdao
responsavel e eficaz da tecnologia no sistema judicial.

1.3 A atividade normativa do CNJ como balizadora do uso e
implementacao da IA no Poder Judiciario brasileiro

A edicao das Resolugdes n. 332/2020 e 615/2025 pelo Conselho
Nacional de Justica bem representa o balizamento do uso e da
implementacdo da IA no Poder Judiciario por critérios de governanga,
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monitoramento, uso responsavel e auditabilidade. Com isso, afirmou-
seorespeitoaosdireitosfundamentais, oincentivoaodesenvolvimento
tecnoldgico, a seguranca juridica, a busca da eficiéncia, a qualidade e
a uniformidade na entrega da prestacdo jurisdicional, além de outros
valores, erigidos a condicdo de fundamentos e principios.

Naquilo que foi possivel antecipar, a Res. n. 332/2020 tratou
do respeito aos direitos fundamentais, da ndo discriminacdo, da
publicidade, da transparéncia, da governanca, da qualidade, da
seguranca, do controle do usuario, das diretrizes para pesquisa,
desenvolvimento e implanta¢do de servicos de |A, da prestacdo de
contas e da responsabilizacdo.

Sua sucessora, a Resolu¢dao n. 615/2025, tera a funcdo de
compor uma paisagem melhor ordenada pelas fragilidades, fortalezas
e limitagdes experimentadas no interregno entre as normas.

Dentre as modificacdes e inovac¢Bes mais relevantes, tem-se um
capitulo e um anexo dedicados a classificacdo de riscos, a criacdo do
Comité Nacional de Inteligéncia Artificial do Judiciario e a instituicao
da Avaliacdo de Impacto Algoritmico.

Ademais, ela estabelece o uso da IA como instrumento de apoio
em determinadas a¢fes, e ndo como juizo natural, mecanismos para
a prevencdo da discriminagdo e mitigacdo de vieses e vedacdes ao uso
de modelos de linguagem de larga e pequena escala (LLMs e SLMS).

A utilizacao de inteligéncia artificial generativa pressupde riscos.
Alguns previstos, que demandam medidas preventivas, e outros
incertos, mas possiveis, ensejando precaucdes. Para categorizar tais
eventos, dedica-se capitulo especifico do novo normativo, com a
instituicdo do dever de avaliacdo das soluc¢Bes que utilizem técnicas
de |A para definicdo do seu grau de risco (art. 9°, caput).

As solucBes de alto risco serdo objeto de acompanhamento
regular de auditoria e monitoramento continuo, para supervisao e
mitiga¢do de riscos aos direitos dos jurisdicionados, a privacidade e a
justica (art. 11, 81°). O anexo da resolucdo trata delas com a sigla “AR”,
em 05 (cinco) atividades acessorias.
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Ja as solug¢des de baixo risco devem ser monitoradas e revisadas
periodicamente, justamente para que permane¢am representando baixo
risco e para assegurar que as evolucdes tecnoldgicas ou contextuais ndo
modifiquem essa categorizacao (art. 11, §83°). O anexo da norma trata
dessas a¢des com a sigla “BR”, em 08 (oito) atividades acessorias.

Ha outras solucBes que, categoricamente, ndo podem ser
objeto de desenvolvimento e utilizacdo de solucBes. Elas sdo tidas
como agdes de risco excessivo (art. 10, caput) e, se ndo observadas,
representam exposicao a viola¢Ses de seguranga da informacao, de
direitos fundamentais e da propria independéncia dos magistrados.
Ndo ha prejuizo a possibilidade de que as soluc¢Bes de baixo ou
alto risco se convertam em risco excessivo, quando deverdao ser
desconstituidas, com registro no Sinapses, para analise do Comité
Nacional de Inteligéncia Artificial do Judiciario.

Outra novidade é o Comité Nacional de Inteligéncia Artificial do
Judiciario, instituido pelo art. 15, que sera composto por 14 (quatorze)
membros titulares e 13 (treze) suplentes, divididos por categorias e
designados pelo Presidente do CNJ, sendo: dois Conselheiros do CNJ;
dois juizes auxiliares e dois servidores, ambos do CNJ, com experiéncia
na area; dois magistrados, sendo um do CJF e outro do CSJT; quatro
desembargadores, sendo um representante de tribunal de justica, um
de tribunal regional federal, um de tribunal regional do trabalho e um
de tribunal eleitoral; dois representantes das escolas da magistratura,
sendo um da ENFAM e outro da ENAMAT; quatro magistrados a partir
de indica¢bes da AMB, ANAMATRA e AJUFE; dois representantes da OAB;
dois representantes do MP; dois representantes da Defensoria Publica;
e dois representantes da sociedade civil (art. 15, §1°, incisos | a X).

Em que pese a composi¢do bem ordenada do Comité, ndo se
franqueou direito a voto aos representantes da OAB, do Ministério
Publico, da Defensoria Publica e da Sociedade Civil. No ponto, a
resolucao deve ser objeto de discussdes. A atuacao das instituices
mencionadas e da sociedade civil, com direito a voto, contribuiria com
0 bom cumprimento das atribui¢ées do novo 6érgao colegiado.
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Inclusive, o Comité, de oficio ou mediante provocagdo
fundamentada, podera proceder a reclassificacdo do grau de risco
de determinada solucdo (baixo risco, alto risco e risco excessivo) e
determinar, justificadamente, a realizacdo da Avaliagdo de Impacto
Algoritmico (AIA). Esta é assim conceituada pela resolucao:

Andlise continua dos impactos de um sistema de IA
sobre os direitos fundamentais, com a identificacdo
de medidas preventivas, mitigadoras de danos e de
maximiza¢do dos impactos positivos, sem a violagdo

da propriedade industrial e intelectual da solucdo de IA
utilizada.

A avaliacdo também devera ser promovida, independente de
determinacao, pelo tribunal desenvolvedor ou contratante de solucdo
classificada como de alto risco, observando, em todos os casos, 0s
requisitos estabelecidos pelo Comité e, sempre que possivel, a etapa
de participagdo social (art. 14, 81° e §2°).

Conceitualmente, ela se aproxima da Andlise de Impacto
Regulatoério (AIR), prevista no art. 6° Lei das Agéncias Reguladoras
Federais®. A distincao fundamental entre a AlA e a AIR é que aquela
trata dos impactos de um sistema, enquanto esta se preocupa com 0s
impactos regulatérios de atos normativos®. Sem prejuizo, as diretrizes
para a tessitura da AIR poderdo, quando da regulamentacdo da AlA,

N

inspirar o Comité tanto nos aspectos de incentivo a realizacdo de
consultas publicas, quanto na definicdo das metodologias especificas
para afericdo da razoabilidade do impacto algoritmico, como as
analises de risco e de risco-risco, a que se referem o Decreto n.
10.411/2020, regulamentador da AlR.

5 Art. 6°, Lei das ARF's: “A adogdo e as propostas de alteracdo de atos normativos de
interesse geral dos agentes econdmicos, consumidores ou usuarios dos servicos
prestados serdo, nos termos de regulamento, precedidas da realizacdo de Analise de
Impacto Regulatorio (AIR), que contera informagdes e dados sobre os possiveis efeitos
do ato normativo.”

6 Outra questdo relevante é que a AIA se manifesta como um processo prévio de
avaliacdo de riscos, mas também como instrumento continuo, diferente da AIR. No
ambito regulatério, foi necessario o desenvolvimento de outro mecanismo para o
acompanhamento dos impactos regulatérios. E o que se consignou como Avaliacdo
de Resultado Regulatério (ARR), consistente em ferramenta de melhoria continua da
qualidade regulatéria que permite acompanhar e avaliar o desempenho de medidas
implementadas.
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Esses parametros da resolu¢cdo denotam um arranjo normativo
preocupado com os direitos fundamentais dos jurisdicionados e com
a concepgdo constitucional da justica. O principio do juiz natural,
do devido processo legal e do contraditério efetivo foram inseridos
nesse plexo. Associando-o ao uso da |IA no Judicidrio, desenvolveu-
se o principio do devido processo informacional. Por ele, busca-se
assegurar que a utilizacdo de inteligéncia artificial por instituicGes com
poderes de tomada de decisdo sobre direitos e interesses de pessoas
seja guiada pela transparéncia, integridade e legitimidade.

Como asseveram Rodrigues, Mendonca e Névoa (2025, p. 4):

Isso, indubitavelmente, serve para evitar arbitrariedades nas
decisdes proferidas pelo Poder Judicidrio, bem como reduzir as
assimetrias informacionais existentes entre as tecnologias de
IA e a sociedade. O principio do devido processo informacional,
portanto, é uma forma de garantir a inclusdo do individuo no
processo de tomada de decisdo, permitindo-lhe se defender de
maneira justa e legitima.

Essa garantia protecionista, no entanto, é vulnerabilizada
quando os direitos dos jurisdicionados sdao expostos a sistemas de
tomadas de decisdo automatizadas, vez que “muitas vezes torna-se
inviavel o conhecimento de como determinada decisdo foi tomada,
ou, inclusive, se é possivel contesta-la” (Rodrigues; Mendonca; N6voa,
2025).

Por isso, a resolucao atual do CNJ busca assegurar que os
recursos automatizados ndo substituam o juizo natural da causa, na
forma do art. 32, pelo qual os sistemas inteligentes que aumentem
a eficiéncia e a qualidade das atividades ndo poderdo comprometer
a autonomia dos usuarios internos, permitindo-se uma revisao
detalhada dos produtos gerados e dos dados processados, como
consectario da transparéncia.

Ainda sobre esta preocupacgdo, a resolucdo expressa por seu
art. 34 que os sistemas computacionais utilizados no Poder Judiciario,
obrigatoriamente, exigirdo a supervisdo humana e permitirdo a
modificagdo pelo juizo natural. Essa providéncia, acertadamente,
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obsta que os sistemas automatizados sejam utilizados para a tomada
de decisdes exclusivamente, assegurando-se que a |A sirva como
instrumento de apoio, e ndo como um equivalente jurisdicional.

Como bem salientam Rodrigues, Mendonca e No6voa (2025),
“ao garantir a supervisao humana, evita-se que decisGes tomadas
exclusivamente por algoritmos resultem em vieses ou falhas que
comprometam a equidade do processo judicial, preservando o carater
humano, imparcial e contextual do julgamento”.

As garantias de supervisdo humana pretendem evitar vieses e
prevenir a discriminacao, havendo uma determinacdo de avaliacdo e
validacdo continua das solucdes, nos termos do art. 8°:

Deverdao ser implementadas medidas preventivas para evitar
0 surgimento de vieses discriminatérios, incluindo a validacao
continua das solugdes de IA e a auditoria ou monitoramento de
suas decisBes ao longo de todo o ciclo de vida da aplicagdo, para
garantir que as solugdes de IA continuem em conformidade com
os principios da igualdade, pluralidade e ndo discriminagdo, com
relatérios periodicos que avaliem o impacto das solugdes no
julgamento justo, imparcial e eficiente.

Com aidentificacdo de um viés, a resolucdo estabelece a pronta
aplicagdo de medidas corretivas, “que podem incluir a suspensao
temporaria ou definitiva da solucdo, com o objetivo de garantir seu
alinhamento com os principios éticos e legais, promovendo um
ambiente de justica e imparcialidade” (Rodrigues; Mendonca; N6voa,
2025).

O uso responsavel de IAs generativas também foi objeto de
atencdo da nova regulamentac¢do. Os modelos de linguagem de larga
e pequena escala, como o ChatGPT e Deepseek, embora possam
ser utilizados no Judiciario, deverdo, preferencialmente, ter acesso
monitorado e habilitado pelos tribunais (art. 19, IV):

E vedado o uso de LLMs e sistemas de IA generativa de natureza
privada ou externos ao Judicidrio para processar, analisar,
gerar conteldo ou servir de suporte a decisdes a partir de
documentos ou dados sigilosos ou protegidos por segredo
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de justica, nos termos da legislacdo aplicavel, salvo quando
devidamente anonimizados na origem ou quando forem
adotados mecanismos técnicos e procedimentais que garantam
a efetiva protecdo e seguranca desses dados e de seus titulares

Complementarmente, proibiu-se o uso desses sistemas para
processar,analisar,gerarouauxiliardecisdes combaseemdocumentos
sigilosos ou protegidos por segredo de justica, excepcionando-se
a regra tdo somente quando houver a anonimizacao dos dados, na
forma da LGPD e nas diretrizes da ANPD, ou com a adoc¢do de métodos
que permitam a protecao adequada dos dados.

O arranjo protecionista desenhado pela nova regulamentacao
do CNJ da continuidade, com louvor, a missao de tutelar os direitos dos
jurisdicionados, privilegiando a tutela daqueles que sao fundamentais,
como os dados pessoais, o devido processo, a igualdade, o acesso a
justica e a transparéncia. Esta, seguramente, como suporte primevo
da explicabilidade, “imprescindivel para a consolidacgdo de um
sistema acessivel, com equidade na contestacdo e apresenta¢do de
alternativas” (Rodrigues; Mendonca; Névoa, 2025).

2 A INTELIGENCIA ARTIFICIAL EXPLICAVEL

2.1 Definicdo e Importancia da Inteligéncia Artificial Explicavel

Atransparéncia é um dos principios essenciais da Administracdo
Publica (art. 37, caput, Constituicdo Federal). Sua aplicacdo no Poder
Judiciario assumiu uma posicdo central nas arquiteturas decisorias,
que exigem a demonstra¢do da ratio decidendi, na linha desenhada
pelo ordenamento. A transparéncia aplicada a utilizacdo da IA busca
concretizar um “acesso claro as informacdes e processos de tomada
de decisao, explicando como as decisdes sao feitas e quais critérios e
algoritmos (sequéncias de instrucdes logicas) sao aplicados” (Padua;
Lorenzetto, 2024).

Em conferéncia realizada pelo Future of Life Institute (2017),
desenvolveram-se os principios de Asilomar, consistentes em
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diretrizes que visam garantir que o desenvolvimento e a aplicacao da
Inteligéncia Artificial (IA) sejam realizados de forma benéfica e segura
para a sociedade. Eles orientam que a utilizacdo de sistemas em
decisdes judiciais (e da Administra¢do Publica) deve ser acompanhada
de explicacBes satisfatdrias, suscetiveis a auditorias de agentes
humanos, bem ainda que, em nome da transparéncia, acaso um
sistema de |A cause danos, as solu¢Bes devem permitir o apontamento
das razdes para tanto (Future of Life Institute, 2017).

A inteligéncia artificial explicavel (XAl, do inglés Explainable
Artificial Intelligence) € um ramo da IA focado em desenvolver modelos
cujas decisdes possam ser facilmente compreendidas e interpretadas
por humanos. No contexto do Poder Judiciario, a importancia da XAl
é particularmente relevante, pois ela promove a transparéncia e a
responsabilidade (accountability) nas decisdes automatizadas.

SérgioRodrigodePadua(2021)qualificaodireitoaexplicabilidade
como elemento da transparéncia das decisdes tomadas por IA, cujo
contetdo pode ser extraido da Recomendacgdo 449 da OCDE, na First
Version of a Draft Text of a Recommendation on the Ethics of Artificial
Intelligence da UNESCO, dos Ethical Guidelines for Trustworthy Al da
Unido Europeia, do art. 20 da Lei Geral de Protecdo de Dados (Lei
13.709/2018), da Resoluc¢do 332/2020 do Conselho Nacional de Justica
e, agora, da Resolucdo 615/2025.

O CNJ, como visto, preocupa-se com a transparéncia na utilizacdo
de ferramentas e sistemas de IA no Judicidrio. A nova regulamentacao
dedicou o inciso XVIII do artigo 4° para definir a explicabilidade como
sendo a “compreensdo clara, sempre que tecnicamente possivel, de
como as “decisbes” sdo tomadas pela IA".

Como foi erigida a condicdo de principio, os aspectos de
governangadaresolucaotambém sdo vetorizados pela explicabilidade.
E o caso das solucdes classificadas em alto risco que, antes de sua
producdo, devem adotar medidas que viabilizem explicabilidade
adequada e de medidas para disponibilizarinformac¢des em linguagem
simples e acessivel (art. 13, inciso VII).
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No ambiente juridico, onde as decisdes podem afetar
significativamente a vida das pessoas, compreender como essas
decisBes sao tomadas é crucial. A falta de explicabilidade pode levar
a desconfianca no sistema judicial e a questionamentos sobre a
equidade e justica das decisdes. A IA explicavel assegura que as partes
interessadas — juizes, advogados e os proprios litigantes — possam
entender a légica e o raciocinio por tras das conclusdes geradas por
sistemas de IA.

Os esforcos, portanto, sao para explicar como um modelo
de IA chegou ao resultado (output) verificado ou para auxiliar na
interpretacdo deste, passando por processo de accountability. Nesse
sentir, Padua (2021):

[..]1 a explicabilidade no desenvolvimento de modelos de IA
judicial inclui a transparéncia no processo construcdo do modelo
algoritmico, o que consiste na definicdo do objetivo (primeira
fase), na escrita do cédigo algoritmico (coding - segunda fase)
e na implementacdo do modelo (terceira fase). Nessa linha, a
explicabilidade do processo de constru¢do de modelos de IA tem
pressupostos caracteristicos que sdo distintos da explicabilidade
das saidas (outputs) e resultados (outcomes) propiciados por
um modelo de IA.

A Organizacdo das Nacgbes Unidas também destacou a
importancia da explicabilidade ao aprovar a sua primeira resolugao
sobre o assunto, em 2024:

4. Convoca os Estados Membros e convida outros interessados a
tomar medidas para cooperar e fornecer assisténcia aos paises
em desenvolvimento para acesso inclusivo e equitativo aos
beneficios da transformacdo digital e sistemas de inteligéncia
artificial seguros, protegidos e confiaveis, incluindo por
meio de: (..) (k) Promovendo transparéncia, previsibilidade,
confiabilidade e compreensibilidade (grifo nosso) ao longo do
ciclo de vida de sistemas de inteligéncia artificial que tomam
ou apoiam decisGes que impactam os usuarios finais, incluindo
o fornecimento de notificagdes e explica¢des (grifo nosso), e
promovendo supervisdo humana, como, por exemplo, através
da revisdo de decisGes automatizadas e processos relacionados
ou, quando apropriado e relevante, alternativas de decisdao
humana ou reparagdo eficaz e responsabilidade para aqueles
adversamente impactados por decisGes automatizadas de
sistemas de inteligéncia artificial.
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A explicabilidade é vital para mitigar riscos de vieses
algoritmicos e de discriminacbes que possam perpetuar ou exacerbar
desigualdades sociais. Quando modelos de IA s3o opacos, eles
podem tomar decisdes baseadas em correla¢des espUrias ou dados
enviesados, resultando em resultados injustos, de modo que a
XAl atua como uma salvaguarda, permitindo que decisbes sejam
auditadas e questionadas de forma eficaz, garantindo que todas as
partes possam exercer seus direitos de forma plena e assegurando
a legitimidade juridica dos sistemas de IA utilizados pelo Judiciario.
Quanto a opacidade, Pecego e Teixeira (2024) advertem:

A opacidade algoritmica é caracterizada pela impossibilidade
de se obter uma explicagdo completa sobre o funcionamento
interno, recomendagdes, decisdes e previsGes de sistemas
de IA descritos como “black box". As causas dessa opacidade
incluem: i) prote¢cdo a propriedade intelectual e ao segredo
de negdbcio em sistemas proprietarios, onde as empresas
desenvolvedoras mantém os algoritmos em segredo para
proteger seu investimento; ii) a necessidade de conhecimentos
técnicos especificos para compreender sistemas complexos
de machine learning, que envolvem matematica avancada e
ciéncia da computacdo; e iii) a opacidade intrinseca a modelos
computacionais complexos, como redes neurais profundas,
que sofrem ajustes continuos durante o aprendizado e
operacdo. Embora essa complexidade permita maior precisdo
ao identificar padrdes complexos, acaba por tornar os modelos
mais dificeis de interpretar. Por outro lado, modelos mais
simples e interpretaveis, como regressdes lineares, oferecem
transparéncia, mas podem ser menos precisos ao lidar com
dados ndo estruturados, resultando em desempenho inferior,
se comparados aos modelos mais avangados.

Ao concluir densa investigagdo sobre as multiplas manifestacdes
do direito a explicabilidade’, Padua e Lorenzetto (2024) apresentam
0s seguintes eixos de afirmacgdo do principio:

a) a oportunidade de conhecimento para o individuo cujos
dados pessoais foram tratados no processo de modelagem da
IA, para que ele possa entender como seus dados sdo utilizados;

b) o fornecimento de explicagdes compreensiveis sobre a légica,
etapas e processos do desenvolvimento de sistemas de IA que

7 Os autores refletem que o direito a explicabilidade apresenta duas dimensdes.
Uma, de interpretabilidade, que diz respeito aos processos computacionais da IA e
aos resultados gerados, facilitando a compreensdo por parte dos profissionais da
tecnologia; e a explicabilidade em sentido estrito, que se refere ao desenvolvimento
de modelos em linguagem natural ou outras formas de representacdo que sejam
facilmente compreensiveis pelos destinatarios humanos das decisdes auxiliadas por IA.
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auxiliam a tomada de decisdo por autoridades publicas (da
Administracdo Publica e do Judiciario), sempre respeitando os
limites técnicos e 0 maximo alcance viavel conforme a tecnologia
utilizada;

¢) a possibilidade de profissionais técnicos (com conhecimento
em Ciéncia da Computagdo) desafiarem o sistema de IA por
meio de informacBes que permitam a interpretabilidade do

sistema computacional.

Para Nunes e Andrade (2023), no contexto da IA, explicabilidade
significa compreender melhor os motivos e detalhes por tras de
uma decisdo algoritmica, razdo pela qual, enquanto a opacidade cria
uma “caixa preta”, limitando a compreensao humana de decisdes de
um sistema de |A, a explicabilidade produziria uma “caixa de vidro”,
permitindo a visualiza¢ao dos processos por tras da logica algoritmica.

Dessas bases teodricas e pelo papel que desempenha, diante do
aumento e da necessaria aplicacdo de técnicas de IA para auxiliar na
tomada de decisGes no ambito do Judiciario, a explicabilidade deve
ser entendida como um principio e como um direito fundamental,
necessario ao enfrentamento da opacidade e de vieses algoritmicos.

2.2 Ferramentas e Técnicas para a Explicabilidade em Sistemas de 1A

Para alcancar a explicabilidade em sistemas de IA, varias
ferramentas e técnicas foram desenvolvidas, divididas principalmente
em dois enfoques: o design de modelos de caixa branca e as técnicas
de interpretacdo pés-modelagem.

2.2.1 Modelos de Caixa Branca

Os modelos de caixa branca sdo projetados desde o inicio
para serem interpretaveis. Um exemplo tipico sdo as arvores de
decisdo, que oferecem um caminho visual claro e compreensivel das
decisbes. Esses modelos, embora possam ser menos precisos em
comparagdo com modelos de caixa preta complexos (como redes
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neurais profundas), sdo frequentemente preferidos em contextos
onde a transparéncia é critica.

Outro exemplo sao os modelos lineares generalizados,
que, embora simples, fornecem coeficientes claros que indicam
a contribuicdo de cada variavel na decisdo final. Isso oferece uma
maneira direta de entender o impacto dos diferentes fatores
considerados pelo modelo.

2.2.2 Técnicas de Interpretacao Pés-Modelagem

Para modelos complexos, onde a interpretacdo direta ndo é
possivel, existem técnicas de interpretacdo pdés-modelagem. Essas
técnicas sdo aplicadas apo6s o desenvolvimento dos modelos para
gerar explicacdes compreensiveis. Um exemplo disso é o método
LIME (Local Interpretable Model-agnostic Explanations), que cria
modelos interpretaveis locais para explicar previsdes individuais
de modelos complexos. Ele age como uma lente de aumento sobre
partes especificas de dados, ajudando a entender como um modelo
chegou a uma decisdo particular.

Alguns modelos de aprendizado de maquina apresentam
elevada complexidade, exigindo o uso de métodos especificos para
que suas decisdes possam ser compreendidas. E nesse contexto que
surgem as técnicas de explicabilidade post-hoc (pds-modelagem),
voltadas a interpreta¢do de sistemas ja treinados, especialmente
aqueles cuja estrutura interna ndo € naturalmente transparente.
Essas técnicas podem ser classificadas como gerais (ou agnoésticas) —
aplicaveis a diversos modelos — ou especificas, desenvolvidas para

interpretar algoritmos individuais.

Dentre as técnicas gerais, que interessam ao presente estudo,
destacam-se as explica¢des textuais, que descrevem o funcionamento
do modelo em linguagem acessivel, sem recorrer ao codigo-fonte.
As explicagbes por simplificagdo, por sua vez, extraem regras
representativas para tornar o processo decisério mais inteligivel. Ja
as explica¢des visuais recorrem a graficos ou esquemas — como 0s
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graficos ICE — para ilustrar as relacBes entre varidveis e previsdes
(Nunes; Andrade, 2023).

Outro método importante € o de atribuicdo de relevancia, que
quantifica a influéncia de cada variavel na decisdo algoritmica, sendo
util, inclusive, na deteccao de possiveis vieses. As explicacdes pontuais
concentram-se em trechos especificos do modelo, oferecendo uma
visdo localizada porém eficaz.

Ademais, ha o método o SHAP (SHapley Additive exPlanations),
que fornece valores de Shapley para cada caracteristica, indicando
sua influéncia na previsdo de um modelo. Baseando-se na teoria dos
jogos, o SHAP oferece uma maneira consistente e tedrica de atribuir
importancia as variaveis de entrada, tornando-o uma ferramenta
poderosa para a compreensao de modelos complexos.

Por fim, tem-se a técnica de exemplificacdo, que opera por
meio da apresentacdo de casos similares aos analisados, facilitando
a compreensao por meio da analogia. No magistério de Dierle Nunes
e Otavio Morato (2023), nesse método “o algoritmo extrai amostras
de dados analogos ou similares aos resultados gerados pelo modelo,
permitindo que o usuario compreenda, por analogia, as relacbes e
correlages encontradas pelo modelo algoritmico”.

Aresoluc¢do do CNJ, regulamentadora do uso da IA no Judiciario,
ndo define, expressamente, uma metodologia para a explicabilidade
a ser adotada nacionalmente. Ela se limita a indicar que os modelos
de IA deverdo “possuir mecanismos de explicabilidade, sempre que
tecnicamente possivel, de modo que suas decisGes e operacdes sejam
compreensiveis e auditaveis pelos operadores judiciais” (art. 22, §3°).
Sem prejuizo, deve-se somar isso ao terreno da auditabilidade, cujo
foco parece residir no resultado das decisdes geradas por IA.

Por consequéncia, infere-se que “se opta por uma abordagem
preferencialmente decomposicional”, uma vez que se concentra em
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explicar ou replicar “raciocinio interno do modelo, permitindo que o
magistrado supervisione efetivamente o processo decisério” (Pecego;
Teixeira, 2024).

Nessa senda,

A abordagem decomposicional tenta explicar ou replicar
o raciocinio interno do modelo. Uma forma direta dessa
abordagem é a revelacdo do cédigo-fonte do modelo. Ocorre que
o conhecimento do cédigo fonte muitas vezes ndo é suficiente
para se obter uma explicabilidade suficiente pois, conforme visto
no toépico relativo as possiveis causas da opacidade, mesmo com
a divulgacdo dos detalhes de um algoritmo, sua compreensao
pode ser dificil para quem ndo possui o conhecimento técnico
necessario. Além disso, mesmo programadores ndo conseguem
extrair o motivo pelo qual algoritmos de machine learning fazem
determinadas recomendac8es (Pecego e Teixeira, 2024).

Outra forma de abordagem decomposicional é a criacdo de
um modelo substituto, “que analisa pares de entrada e saida, sem
necessidade de acesso aos pesos internos do modelo original”.
Exemplificativamente, “uma arvore de decisao pode ser usada para
refletir os calculos de um modelo black box, permitindo compreender
quais fatores influenciam suas decisdes” (Pecego; Teixeira, 2024). Isso,
todavia, ndo obsta a adogao de outras técnicas possiveis, tendentes a
assegurar os critérios de governanca pretendidos pelo CNJ.

Em suma, a implementacdo de IA explicadvel no sistema
judiciario ndo apenas melhora a transparéncia, mas também sustenta
a confianca publica no uso da tecnologia. A medida que o Poder
Judiciario brasileiro, incluindo tribunais como o TJRO, avanga em suas
iniciativas de digitalizacdo e automacdo, adotar e aprimorar técnicas
de XAl sera crucial para equilibrar inovacao tecnolégica com justica e
equidade. Isso garantira um judiciario mais eficiente e confiavel, capaz
de lidar com os desafios da era digital de maneira responsavel.
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3 ESTUDO DE CASO: TRIBUNAL DE JUSTICA DE RONDONIA

3.1 Iniciativas e Implementacdes

O Tribunal de Justica de Rondonia (TJRO) tem se destacado no
cenario nacional pela adogao proativa e inovadora de tecnologias de
inteligéncia artificial (I1A). Essa postura vanguardista é evidenciada por
varias iniciativas que visam integrar solucBes de IA para aprimorar a
eficiéncia e a acessibilidade dos servicos judiciais.

Entre as principais iniciativas estd o desenvolvimento de
sistemas de automacgdo para a triagem de processos, que utilizam
algoritmos de IA para categorizar e priorizar casos, permitindo
que sejam encaminhados de forma mais eficiente para as varas
competentes.

Outro projeto notavel é a utilizacdo de ferramentas de analise
preditiva, que tém potencial para auxiliar na identificacdo de padrdes
em processos judiciais, ajudando a prever desfechos com base em
decisdes anteriores e caracteristicas dos casos analisados. Essas
ferramentas ndo apenas aceleram a resolucdo de casos repetitivos,
mas também ajudam na alocacao de recursos judiciais, otimizando a
carga de trabalho dos juizes e servidores.

3.1 Impactos e Resultados

As implementac¢bes de IA no TJRO tém gerado impactos
significativos tanto internamente quanto na percepcdo publica do
tribunal. Internamente, as tecnologias introduzidas resultaram em
maior eficiéncia processual, com a reducdo do tempo de tramitacao
dos processos e melhoria na gestdo do acervo processual. O uso de
IA para automatizar tarefas repetitivas liberou recursos humanos
para se concentrarem em atividades de maior complexidade e valor
juridico.
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Na percepcdo publica, essas inova¢des tém contribuido para
um aumento na confianca e na satisfacdo dos usuarios do sistema
judicial. A transparéncia aprimorada e a maior acessibilidade das
informacdes processuais fortalecem a imagem do TJRO como uma
instituicdo comprometida com a inova¢do e a modernizagdo. Além
disso, a percepcdo de um judiciario mais agil e acessivel tem potencial
para aumentar a participacdo da sociedade no processo judicial,
fortalecendo o papel do tribunal como um facilitador de justica.

3.2 Desafios Locais

Apesar dos avancos, a implementacao de IA no TJRO enfrenta
desafios especificos, muitos dos quais estdo ligados a necessidade
de garantir a explicabilidade e a ética no uso dessas tecnologias.
Um dos principais desafios é desenvolver sistemas de IA que sejam
transparentes e compreensiveis para todos os usuarios, evitando a
“caixa preta” das decis6es automatizadas. Isso requer um investimento
continuo em solucbes de inteligéncia artificial explicavel (XAl) que
possam assegurar que as decisdes automatizadas sejam auditaveis
e justificaveis.

Além disso, ha desafios relacionados a capacitacdo e
ao treinamento de servidores e magistrados para operarem e
interpretarem corretamente as ferramentas de IA. A integracdo de
novas tecnologias demanda um esforco consideravel em termos de
treinamento e mudanca cultural dentro da instituicdo, assegurando
que todos os envolvidos estejam preparados para utilizar as novas
ferramentas de forma eficaz e responsavel.

Outro desafio significativo é a protecdo de dados sensiveis. A
conformidade com a Lei Geral de Protecdo de Dados (LGPD) é crucial para
garantir que a implementacdo de IA respeite a privacidade dos individuos
e proteja as informacgdes processadas contra acessos ndo autorizados.
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Para enfrentar esses desafios, o TJRO tem investido em pesquisa
e em parcerias com empresas tecnolégicas, buscando desenvolver
solucBes personalizadas que atendam as necessidades especificas do
tribunal. Além disso, a instituicdo promove workshops e seminarios para
educar e engajar seus colaboradores nos novos paradigmas tecnoldégicos.

Em conclusao, o TJRO representa um estudo de caso exemplar
na adocdo de IA no sistema judiciario brasileiro, demonstrando como
a inovacdo tecnolégica pode ser aplicada de forma responsavel
para melhorar a prestacdo de servicos judiciais. Ao mesmo tempo,
continua a enfrentar e superar desafios tipicos dessa transformacao
digital, servindo como modelo para outras jurisdi¢des no pais.

4. CONSIDERAGOES FINAIS

Este artigo analisou a crescente incorporagdo da inteligéncia
artificial (IA) no Poder Judiciario brasileiro, com um foco particular
no conceito de |A explicavel e suas praticas no Tribunal de Justica de
Ronddnia (TJRO). Ao longo dos trés capitulos, procurou-se descrever
o impacto transformador que essas tecnologias exercem sobre o
sistema judicial, ao mesmo tempo em que se reconhecem os desafios
éticos e operacionais que acompanham sua adogdo.

No primeiro capitulo, foi discutido o papel da IA no Judiciario,
destacando como sua evolugao trouxe beneficios como eficiéncia e
reducdo de custos, mas também introduziu desafios, especialmente
no que tange as questdes de transparéncia e justica. A importancia de
um judiciario agil e eficiente ndo pode ser subestimada, mas deve ser
equilibrada com a necessidade de manter a justica como um principio
fundamental.

O segundo capitulo explorou a inteligéncia artificial explicavel
(XAl), enfatizando sua relevancia no contexto judicial, onde a clareza
e a justificabilidade das decisbes sdo de suma importancia. As
ferramentas e técnicas apresentadas, como modelos de caixa branca
e métodos de interpretacdo pds-modelagem, sdo essenciais para
assegurar que as decisGes de |IA sejam compreensiveis e auditaveis,
promovendo a accountability e mantendo a confianga publica.
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No estudo de caso apresentado no terceiro capitulo, o TJRO
ilustrou como a adocgao inovadora de |IA pode beneficiar tanto a
eficiéncia interna quanto a percep¢do publica do sistema judicial. As
iniciativas do TJRO oferecem uma visdo pratica de como a |IA pode ser
implementada de forma a melhorar a operacionalidade do tribunal, ao
mesmo tempo em que enfrentam desafios relativos a explicabilidade,
treinamento e protecao de dados.

Em suma, a incorpora¢do da IA no TJRO nao sé demonstra
0 potencial dessas tecnologias para reformular os processos
judiciais, mas também serve como um lembrete da necessidade de
implementar praticas responsaveis e éticas. A busca pela inovacao
deve ser orientada por principios que assegurem justica, equidade
e transparéncia. O TJRO, ao enfrentar desafios locais e desenvolver
soluc¢Bes adaptativas, oferece um modelo valioso que pode inspirar
outros tribunais a seguir um caminho similar.

O futuro do Judiciario brasileiro, apoiado por tecnologias de IA,
depende da capacidade das institui¢des de equilibrar inovacdo com
responsabilidade. Para tanto, é essencial continuar investindo em
pesquisa, desenvolvimento e treinamento, de modo a garantir que
a tecnologia sirva como uma aliada no fortalecimento do sistema
judicial. O caminho trilhado pelo TJRO é promissor, mas o esfor¢o
deve ser continuo para consolidar os ganhos em eficiéncia e justica,
assegurando que o Judiciario brasileiro se mantenha a frente das
transformac@es tecnoldgicas globais.
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