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O artigo trata do advento tecnoldgico do policiamento preditivo pr meio da utilizacdo das inteligéncias
artificiais, que prometem eficiéncia na prevencido de crimes, mas que, a0 mesmo tempo, apresentam
riscos de discriminacéo e violacdes de direitos humanos.

Atualmente a chamada Inteligéncia Artificial (IA) se faz inexoravelmente presente em todos os ambitos
da vivéncia humana. Na seara penal, os esforcos de prevencéo ao crime enfrentam desafios tanto relacio-
nados a diversidade de crimes, motivos envolvidos e métodos de prevencao. Essa complexidade torna a
previsao do crime uma ferramenta importante para a area de Seguranca Publica, que investem tempo e
recursos para identificar e antecipar tendéncias criminais.

A Inteligéncia Artificial e as técnicas de Aprendizado de Maquina vém sendo empregadas para analisar
grandes volumes de dados e identificar “padrdes de criminalidade”, o que, por um lado, pode signifi-
cativamente diminuir os esforcos de analise; facilitando o rastreio de “atividades criminosas; prever a
probabilidade de incidentes; implantar recursos de forma eficaz e tomar decisdes mais rapidas” (Feng
et al., 2018, p. 605), mas por outro, sucita questionamentos sobre questdes éticas legais e sociais desse
perfilamento (Braga 2019, p. 671-695), bem como suas implicacdes nos direitos fundamentais e na mar-
ginalizacdo de individuos, em uma era onde erros histéricos do passado podem ser replicados por meio
da atuacao das maquinas e equipamentos tecnoldgicos empregados no Direito Penal.

Os modelos de Aprendizado de Mdquina apresentam potencial para prever futuros delitos, seus padrdes,
tendéncias, caracteristicas e focar em aspectos especificos como local e tipo de crime, possibilitando aos
departamentos otimizar o uso de recursos (Shermila, Bellarmine e Santiago, 2018, p. 107-108). A analise
de registros criminais também pode fornecer informacoes sobre a estrutura social de comunidades, aju-
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dando 6rgaos governamentais e tomadores de decisdo a focar em grupos demograficos especificos para
a prevencdo de crimes (Dakalbab, et al., 2022, p. 100342).

Ocorre que para tanto, a utilizacao da inteligéncia artificial nas dreas criminal e policial necessita de uma
regulamentacao cuidadosa (Menezes e Sanllehi (2021) e prévia analise critica inclusive sobre algoritmos,
frameworks e comandos enviezados, que considere nao apenas os impactos na Seguranca Publica, mas
também sua conformidade com os direitos fundamentais. Mehrabi et al. (2019) defende a ideia de justica
algoritmica cujo paradigma exige a retirada de “qualquer preconceito ou favoritismo em relacdo a um
individuo ou grupo com base em suas caracteristicas inerentes ou adquiridas” no policiamento assistido
por algoritmos.

O trabalho pretende investigar a conexdo entre o perfilamento contemporaneo feito por inteligéncia
artificial e a identificacdo de caracteristicas da delinquencia tracada pela escola positiva criminolégica.
Essencialmente, busca responder a questao de se as praticas atuais de policiamento preditivo alinham-
se aos direitos humanos e fundamentais, e como se comparam e se distinguem dos ideais historicos de
perfilamento da escola positiva criminolégica, destacando a necessidade de evitar a repeticdo de erros e
destacando os riscos de sua utilizacao.

Entre os objetivos especificos elencam-se: apontar o enfeixamento entre o policiamento preventivo
realizado por algoritmos, e os conceitos da escola positiva criminoldgica; identificar as semelhancas e
diferencas entre as tecnologias de perfilamento atuais e os pardmetros estabelecidos no século XIX e seu
arcabouco tedrico que possibilite realizar uma critica ao uso de inteligéncia artificial; expor os problemas
advindos dos resultados pseudocientificos oriundos da escola positiva, que podem levar a conclusdes
erroneas sobre o perfil criminolégico do individuo, eventualente, ferindo-lhe a dignidade, honra etc.

A pesquisa sera conduzida utilizando uma abordagem exploratoria e qualitativa, onde se busca alinhar
a coleta de dados nas instituicdes como por exemplo, a experiéncia do Policing Preditive em outros
paises, a teoria por meio da analise bibliografica nas obras de referéncia, abordando estudos nacionais e
internacionais pertinentes ao tema. A pesquisa portanto, tem caracteristica exploratoria, que, de acordo
com Gil (2008), visa proporcionar uma maior “familiaridade com o problema”, particularmente porque
a matéria ainda ndo tem uma regulamentacao especifica no direito brasileiro.

Entretanto, ja é possivel encontrar outros trabalhos que versam sobre o assunto, o que se propde entao, é
realizar uma analise correlacionando o perfilamento das .A com a identificacao de “caracteristicas comuns
entre delinquentes” que a escola positiva criminoldgica buscou elencar, alterando-se a comunidade
cientifica que evite a reproducio de erros e rotulamentos indevidos que possam marginaliza-los ao tentar
prever, através de tracos fisicos, a propensao a criminalidade. Se o “racismo historico e a discriminacao de
classe” forem “codificados nas saidas de um algoritmo, comunidades minoritarias e de baixa renda podem
ser vitimas de um ciclo de feedback de atencéo policial cada vez maior”. E vital garantir que impactos
raciais e economicos “ndo sejam perpetuados em tecnologias novas e emergentes neste campo”.

O referencial teodrico sera embasado nas contribuicoes de diversos autores que discutem a interseccdo
entre inteligéncia artificial, criminologia e direitos humanos.®

3 Telles (2021) foi selecionado na pesquisa bibliografica tendo em vista seu trabalho na area de Inteligéncia Artificial e Policia
Preditiva, que discute o emprego dessa tecnologia na abordagem criminoldgica; Saisse (2017), que aborda os impactos do
Big Data na prevencao de crimes, com referéncia ao filme Minority Report, e suas implicacdes éticas; Resse (2022), que, em
sua pesquisa verifica as consequéncias da utilizacdo de IA pela policia e seus efeitos sobre a prevencédo do crime. Por sua vez,
Menezes e Sanllehi (2021) discutem a necessidade de uma regulacéo legal adequada em face do uso de tecnologias de policia-
mento preditivo e entre outros, os trabalhos de Bezerra et al. (2019) e de Padilha e Prado (2019) que ajudam a contextualizar
o impacto das escolas penais no direito penal brasileiro.

74



No mesmo sentido que se propds Telles (2021), com o tipo de pesquisa proposto almeja-se tornar
o probelma mais compreensivel a construir hipoteses, através, das quaism apoés o levantamento
bibliografico e o estudo das fontes de pesquisa intritucionais e primdrias, se possa perquerir sobre as
possiveis solucdes.
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